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Security/Performance Tradeoffs in Hybrid Real-Time Scheduling Algorithms
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ABSTRACT
Typical real-time systems handle a hybrid task set consisting of periodic and aperiodic tasks.
This paper addresses the covert timing channel issues in scheduling a set of hybrid tasks for
Multi-Level Secure (MLS) real-time systems. After identifying timing vulnerabilities in several
existing hybrid scheduling algorithms, we propose security measures for eliminating covert tim-
ing channels. Usually, security measures applied to satisfy the security requirements adversely
affect system performance or timeliness requirements of real-time systems. Since the timeliness
requirements of many real-time systems cannot be compromised over security requirements, the
tradeoffs between the security and timeliness requirements in hybrid scheduling algorithms are
also discussed.
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1 Introduction

Multi-Level Security (MLS) is concerned with controlling the flow of information in sys-
tems. The main goal of MLS policies is to ensure that information at a high security
classification cannot flow down to a lower security classification. A typical approach to
implement a Multi-Level Secure (MLS) system is to assign classification labels to all ob-
jects and clearance labels to all subjects. To determine whether a specific access mode
is allowed, the clearance of a subject is compared to the classification of the object to
determine if the subject is authorized for the specific access mode. This is the approach
taken in the well-known Bell-La Padula access control model [5]. For simplicity, through-
out this paper, we assume that a MLS system has two security levels, High-secrecy and
Low-secrecy.

It has been known that access control models are not sufficient to ensure that users
cannot obtain information for which they do not have the necessary clearance. This is the
due to an existence of covert channels through which information can be transmitted from
a High level entity (High) to a Low level entity (Low). In this paper, we are interested
in a specific type of covert channel, a timing channel. A covert timing channel exists if it
is possible for High to interfere with its use of system resources in such a way that this
manipulation affects the response time observed by Low.

Numerous papers [7, 19, 20, 22, 29, 35, 38] have presented mathematical frameworks
for analyzing the possible information leakage through a covert timing channel for various
systems. In our previous works [26, 27], we analyzed how a covert timing channel can be
created and exploited by a set of independent periodic tasks having different secrecy levels
and running under a well-known fixed-priority preemptive scheduling algorithm. In addi-
tion, we developed a a general trace-based framework to carry out a covert timing channel
analysis of a real-time system. [28]. Our focus was primarily on the security aspects of
a real-time system. Since the timeliness requirements (e.g., deadlines) or performance
overhead of real-time systems cannot be compromised over security requirements, in this
paper, we investigate how a security measure taken to eliminate a covert timing chan-
nel can cause performance overhead. In particular, we quantify a relationship between
performance overhead and covert channel capacity as the security measure is applied.

Many real-time systems require an integrated approach suitable for scheduling hard
deadline periodic tasks along with aperiodic tasks with no firm deadline. In this paper,
we carry out a covert timing channel analysis of real-time systems which employ fixed-
priority preemptive scheduling algorithms for scheduling a set of hybrid (periodic and
aperiodic) tasks. Typically, periodic tasks are time-driven and execute critical control
activities with hard timing constraints. Aperiodic tasks are usually event-driven and
may have soft, or non-real-time requirements depending upon the specific application. In
fixed-priority-based scheduling, control of the CPU is always given to the highest priority
task ready to run and the scheduling priority assigned a task is fixed. How a scheduling
priority is assigned to a task, however, is determined by the type of scheduling algorithms
used. Among a group of hybrid fixed-priority scheduling algorithms, we choose the three
most well-known algorithms for our work: Polling Server (PS), Deferrable Server (DS),
and Priority Exchange (PE) [4, 16, 18, 32]. The detailed description of these algorithms
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are presented in Section 2.
The objectives of this paper are twofold. The first is to identify the possible existence

of covert timing channels in each scheduling algorithm and propose a security measure to
eliminate them. The second is to present a mathematical model of controlling the amount
of information leakage which causes performance overhead.

2 Real-time scheduling algorithms

In this section, we present a number of scheduling algorithms for handling a hybrid task
set consisting of hard periodic tasks and soft aperiodic tasks. The deadline of a hard
task must be met (if the deadline is missed, the system is in fault) while the deadline
of a soft task does not need to be always met. The simplest method of dealing with a
set of soft aperiodic tasks is to schedule them only when there are no periodic instances
ready to execute. This simple scheduling method is called Background Scheduling (BS).
Obviously, the major problem with BS is that the average response time of aperiodic tasks
can be too long when periodic task loads are high. We discuss three basic fixed preemptive
scheduling algorithms devised to improve the average response time of aperiodic tasks,
compared to BS. Before explaining the hybrid scheduling algorithms, we introduce some
of the mathematical notations and assumptions used throughout this paper.

2.1 Notations and assumptions

The notations used in this paper are:

• A periodic (or an aperiodic) task with label i is represented by TP
i (or TA

i ). A task
i with scheduling priority πi is denoted by Ti,πi

. Note that πi ∈ {1, 2, . . . , n} (1
being the highest scheduling priority and n being the lowest). We denote a periodic
(or an aperiodic) task i with scheduling priority πi by TP

i,πi
(or TA

i,πi
).

• An instance of a task is called a job. For instance, a periodic task consists of a series
of jobs with regular arrival times.

• The response time ri of a task i is the time difference between the release time of a
job of the task i and the completion of the job. We denote the worst case response
time of a periodic task i by Ri.

• A periodic task i is characterized by the following four parameters: the phase Φi,
the relative deadline Di, the period Ti and the worst (maximum) computation time
Ci. The phase Φi is the release time of the first job of TP

i . The relative deadline
Di is the maximum allowable response time of TP

i . We denote a periodic task with

the four parameters by T
P(Φi,Di,Ti,Ci)
i .

The scheduling algorithms presented in this section are based upon the following as-
sumptions:
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• The tasks running on a single processor are independent (no shared resources among
the tasks other than the processor).

• The Periodic tasks are scheduled by the Rate-Monotonic (RM) scheduling algo-
rithm [15, 16, 17]. The RM scheduling algorithm has the following characteristics:
tasks with shorter periods (higher request rates) will have higher scheduling priori-
ties, a scheduling priority assigned to a task is fixed and a currently executing task
is preempted by a newly arrived task with a higher priority (shorter period).

• Unless otherwise specified, all periodic tasks start simultaneously at time 0 (Φ = 0)
and their relative deadlines are equal to their periods (D = T ). Thus, the notation
of a periodic task i can be simplified as Ti

P(Ti,Ci). For a periodic task i to be
schedulable, Ri ≤ Di.

• Arrival times of aperiodic tasks are unknown.

2.2 Polling Server

The Polling Server (PS) algorithm is based upon the following approach [18]. When
an aperiodic task arrives, it is placed in an aperiodic job queue, waiting for execution.
A periodic task, called the polling server, is created to serve aperiodic requests. Like
any periodic task, the polling server s is characterized by the polling period Ts and the
maximum computation time Cs, i.e. TP(Ts,Cs)

s . In the PS algorithm, the parameter Cap,
called the server capacity, is monitored to make sure that the polling server cannot execute
an aperiodic task for more than Cs units of time. At the beginning of each server period
Ts, Cap is set to Cs (we say that the server capacity Cap is replenished by Cs units of
time) and the aperiodic job queue is examined for emptiness:

• If the queue is found to be not empty, the polling server executes the aperiodic
job(s) until there is no job left to execute in the queue or it executes for Cs units
of time, whichever occurs sooner. When the server executes the aperiodic jobs in
the queue, it consumes its Cap at the rate of one per unit time. When the queue
becomes empty or the polling server has consumed all of its server capacity Cap
(i.e., Cap becomes zero - we say that the server capacity becomes exhausted), it is
immediately suspended and wait for the next polling period for execution.

• If the queue is found empty, the polling server suspends immediately. The polling
server will not be ready for execution and is not able to examine the queue again
until the next polling period. An aperiodic task which arrives after the aperiodic
job queue is examined and found empty must wait for the next polling period to be
serviced.

In general, the polling server is scheduled with the same algorithm used for the periodic
task, and, once active, it serves the aperiodic requests with the limit of its server capacity.
Figure 1 illustrates an example where the aperiodic task j is serviced by the polling
server s. Note that numbers above the arrows in Figure 1(a) indicate the computation
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time associated with the aperiodic requests. The example shows that the set Γ
P S

of the
polling server s with Ts = 3 and Cs = 2 and the periodic task i is scheduled by the RM
algorithm. According to the RM scheduling rule, πs = 1 and πi = 2 since Ts < Ti. In the
example, at time 0 (t = 0), the server suspends itself since there is no aperiodic request
pending and the periodic task executes instead. The first aperiodic task, which arrives at
time 5, cannot execute immediately since the polling server suspends itself at time 3; it
must wait until the beginning of the next server period (t = 6). At time 6, the capacity
of the server is replenished to its full value (Cs = 2) and is used to serve the aperiodic
task; the periodic task activated at time 6 is preempted by the aperiodic task. At time 7,
the aperiodic task finishes its execution and the server suspends itself; the periodic task
which is preempted at time 6 is able to execute. We skip an explanation of the rest of the
timing behaviors of the tasks.

We introduce a new notation to denote a real-time system Γ
Alg

with the following
conditions:

• The real-time system Γ
Alg

consists of an aperiodic task j and a set of periodic

tasks (T
P(Ti1

,Ci1
)

i1,πi1

, T
P(Ti2

,Ci2
)

i2,πi2

,. . .), scheduled by a hybrid scheduling algorithm Alg ∈

{P S, DS, P E}. The system is denoted by:

Γ
Alg

= {(TA
j,πs

, TP(Ts,Cs)
s,πs

), T
P(Ti1

,Ci1
)

i1,πi1

, T
P(Ti2

,Ci2
)

i2,πi2

. . . }
RM

In the above notation, (TA
j,πs

, TP(Ts,Cs)
s,πs

) denotes that the aperiodic task j is handled
by the periodic server s and scheduling priority πj of the aperiodic task j follows
that of the server s, i.e. πj = πs.

• The periodic server s and periodic tasks are scheduled by the RM scheduling al-
gorithm (i.e., the periods, Ts, Ti1

, Ti2
, . . . are compared to determine a scheduling

priority of each task). Note that both RM and hybrid scheduling (P S, DS, and
P E) impact the timing behaviors of the aperiodic task j.

Using the above notation, the PS algorithm of Figure 1 can be formalized as (the
aperiodic task j has a higher scheduling priority than the periodic task i since Ts = 3,
Ti = 6, and Ts < Ti) :

Γ
P S

= {(TA
j,1, T

P(3,2)
s,1 ), T

P(6,1)
i,2 }

RM

In the following two sub-sections, we introduce the Deferrable and the Priority Ex-
change algorithms proposed to improve an average response time of aperiodic tasks with
respect to the PS algorithm.

2.3 Deferrable Server

Just as polling, the Deferrable Server (DS) algorithm creates a periodic task called a
deferrable server s to service aperiodic requests [4, 16, 18, 32]. A capacity Cap of a
deferrable server is also replenished periodically with period Ts. However, unlike polling,
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Figure 1: Example: PS scheduling

when a deferable server finds no aperiodic job ready for execution, it preserves its server
capacity, rather than suspends itself. We use an example to explain the DS algorithm.
Let us assume that a system Γ

DS
of hybrid tasks has the following scheduling parameters:

Γ
DS

= {(TA
j,1, T

P(3,2)
s,1 ), T

P(6,1)
i,2 }

RM

A possible sequence of executions of the hybrid tasks in the system Γ
DS

is shown in
Figure 2. There are a few points worth noting in the timing diagram: at time 0 (t = 0),
the server is given 2 units of capacity (Cap = Cs = 2). The capacity Cap remains at 2
until time 5 since there is no aperiodic request. At time 5, the aperiodic task j arrives
and the deferrable server s executes the task j; the capacity of the server decreases as
it executes. At time 11, the aperiodic task arrives and is immediately executed by the
server; Cap is decreased by 1. At time 12, Cap of the server is replenished to its full
value (Cap = 2) and the server continues to execute the aperiodic task j. The execution
of the periodic task which arrives at t = 12 is delayed. At time 14, the server finishes
the execution and Cap is exhausted; the periodic task begins to execute. We skip an
explanation of the rest of the timing behaviors.

2.4 Priority Exchange

Just as PS and DS, the Priority Exchange (PE) algorithm creates a periodic server s
for servicing aperiodic tasks. At the beginning of each server period, the capacity Cap
is replenished to its full value (Cap = Cs). If aperiodic requests are pending and the
higher-priority server is ready, the aperiodic tasks are serviced using the available server
capacity.

However, unlike PS and DS, PE preserves its capacity Cs by exchanging it for the
execution time of a lower-priority periodic task when no aperiodic requests are pending
to use the capacity. When a priority exchange occurs between a periodic task and a
PE server, the periodic task executes at the priority level of the server while the server
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Figure 2: Example: DS algorithm

accumulates a capacity at the priority level of the periodic task. Thus, the periodic task
advances its execution, and the server capacity is not lost but preserved at lower priority.
If no aperiodic task arrives to use the capacity, priority exchange continues with other
lower-priority tasks until either the capacity exhausted or no task is active. When no task
is active, server capacity preserved at lower priority is gradually discarded. An example
of the PE algorithm shown in Figure 3 assumes:

Γ
P E

= {(TA
j,1, T

P(4,1)
s,1 ), T

P(8,4)
i,2 }

RM

At time 0, the capacity Cap of the server s is replenished to its full capacity (Cap =
Cs = 1), but no aperiodic requests are pending; Cap is exchanged with the execution
time of the periodic task i. As a result, the periodic task i advances its execution and
the server accumulates one unit of time at the priority level of the task i. Note that the
line shown in Figure 3 (b) overlapped with the schedule of the periodic task indicates the
capacity Cap accumulated at the priority level of the corresponding periodic task. Also
note that the line shown in Figure 3(c) overlapped with the sever capacity represents the
total units of time available for executing aperiodic requests. At time 2, the periodic task
finishes its execution. Cap, which is preserved at the priority level of the periodic task,
diminishes since no task is active. At time 4, Cap is replenished (Cap = 1) and used to
execute the aperiodic task j for 1 unit of time. At time 8, the newly replenished Cap is
used to execute the remaining portion of the previous aperiodic task j . At time 16, Cs is
exchanged (preserved at the priority level of the task i) and the periodic task advances to
execute. At time 20, the newly replenished Cap (1 unit of time) is fully consumed to serve
the second aperiodic request which requires 2 units of execution time. At time 21, the
capacity accumulated at the priority level of the periodic task i is consumed to execute
the remaining portion (one unit of time) of the second aperiodic request; this execution
of the aperiodic request is what makes PE different from DS and PS. If DS or PS is used
instead, the execution occurred at t = 21 is delayed until the beginning (t = 24) of the
next server period.
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Since the PE algorithm has to track priority exchanges with lower priority tasks while
DS algorithm only needs to monitor its capacity at the original priority level, PE is harder
to implement. However, a PE server has a better CPU utilization and response time for
aperiodic requests than DS [6].

3 Covert timing channel analysis

3.1 Our model & assumptions

In MLS real-time systems, it is assumed that both the security level and the scheduling
priority of each task are defined. The label i of task Ti,πi

is used to indicate the security
level, i.e. i ∈ {H, L} (H for High-secrecy and L for Low-secrecy). For example, TH,2 is
a High-secrecy task with the scheduling priority equal to 2 (π

H
= 2).

To simplify our analysis, we only consider the cases where there is no third party
task T

N
running with a scheduling priority higher than any of a High-secrecy or a Low-

secrecy task; such a third party task may affect the timing behaviors of High-secrecy or
Low-secrecy tasks, thereby introducing noise into covert communication channels. With
two parameters (security level and scheduling priority) associated with each task and
the noiseless channel assumption, there are four different cases to consider. Let Alg ∈ {
PS, DS, PE } denote the scheduling algorithm being used. The term such as higher- or
lower-priority indicates a scheduling priority level.

• Case I - a real-time system Γ
Alg

consisting of the Low-secrecy higher-priority ape-
riodic task, the High-secrecy lower-priority periodic task and the third party tasks
is scheduled by the algorithm Alg:

Γ
Alg

= {(TA
L,1, T

P(T
S

,C
S

)

S,1 ), T
P(T

H
,C

H
)

H,2 , TN,3, . . . }
RM
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Case I Case II Case III Case IV
PS Secure Insecure Insecure Secure
DS Secure Insecure Insecure Secure
PE Insecure Insecure Insecure Secure

Table 1: Existence of covert flows

• Case II - a real-time system Γ
Alg

consisting of the High-secrecy higher-priority
aperiodic task, the Low-secrecy lower-priority periodic task and the third party
tasks is scheduled by the algorithm Alg:

Γ
Alg

= {(TA
H,1, T

P(T
S

,C
S

)

S,1 ), T
P(T

L
,C

L
)

L,2 , TN,3, . . . }
RM

• Case III - a real-time system Γ
Alg

consisting of the Low-secrecy lower-priority ape-
riodic task, the High-secrecy higher-priority periodic task and the third party tasks
is scheduled by the algorithm Alg:

Γ
Alg

{(TA
L,2, T

P(T
S

,C
S

)
S,2 ), T

P(T
H

,C
H

)
H,1 , TN,3, . . . }

RM

• Case IV - a real-time system Γ
Alg

consisting of the High-secrecy lower-priority ape-
riodic task, the Low-secrecy higher-priority periodic task and the third party tasks
is scheduled by the algorithm Alg:

Γ
Alg

= {(TA
H,2, T

P(T
S

,C
S

)

S,2 ), T
P(T

L
,C

L
)

L,1 , TN,3, . . . }
RM

3.2 Identification of covert timing channels

In fixed-preemptive real-time scheduling, information leaks through covert timing channels
if High-secrecy tasks can preempt Low-secrecy tasks, thereby affecting response times of
Low-secrecy tasks. In Case II and III (see Table 1), covert timing channels can be easily
constructed since the High-secrecy task is able to preempt the Low-secrecy task.

A common approach to eliminate a covert timing channel is to assign a higher schedul-
ing priority to a Low-secrecy task. This approach is called Lower-Secrecy First (LSF ).
Although lower-Secrecy First (LSF ) [31] is one of the commonly adopted methods to elim-
inate covert timing channels, it has well known performance disadvantages: High-secrecy
tasks experience a delay in response time under the LSF rule.

As expected, there is no covert flow in Case I-DS, I-P S, and IV (Table 1) since the
real-time tasks are assigned scheduling priorities based upon the LSF rule (see Table 1).
However, there is an interesting exception to the LSF rule in Case I-P E (where the real-
time tasks run under P E scheduling and are assigned scheduling priorities based upon
the LSF rule). In the next section, we demonstrate how High can leak information to
Low in Case I-P E.

10
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3.3 Exception to Lower-Secrecy First (LSF )

Even though the LSF rule is applied, the High-secrecy task can still create a covert
channel if P E scheduling is deployed. More specifically, under P E scheduling, the High-
secrecy lower-priority periodic task can affect the response time of the Low-secrecy higher-
priority aperiodic task, thereby allowing covert timing flow from High to Low. The task
execution diagram in Figure 3 is used as an example to illustrate how covert timing
channels can be established in Case I-P E. In the example, the Low-secrecy higher-
priority aperiodic task handled by the PE server s with Ts = 4 and Cs = 1 and the
High-secrecy lower-priority periodic task with T

H
= 8 and C

H
= 4 are scheduled under

the RM algorithm:

Γ
P E

= {(TA
L,1, T

P(4,1)
s,1 ), T

P(8,4)
H,2 }

RM

High, as an information sender, and Low, as an information receiver, have the follow-
ing strategy: the server capacity preserved in the High-secrecy lower scheduling periodic
task is used as a shared communication medium between High and Low to covertly trans-
mit information. With the long execution of the High-secrecy task, the server capacity
can be preserved long enough to be used for the Low-secrecy aperiodic request, which
causes a short response time of the Low-secrecy task (Low interprets this as receiving 0
from High). With the short execution, the preserved server capacity quickly diminishes
and the Low-secrecy task experiences a delay in response time (Low translates this as
receiving 1). In the example, at t = 0, 16, . . . (t = 2 · k · T

H
, k = 0, 1, . . .), High transmits

either 1 or 0. To transmit ‘1’, the High-secrecy task with an execution time less than C
H

is submitted. To send ‘0’, the High-secrecy task with an execution time equal to C
H

is
dispatched. To receive ‘1’ or ‘0’, Low submits a Low-secrecy higher scheduling aperiodic
request at t = 4, 20, . . . (i.e., t = 2 · k · T

H
+ Ts, k = 0, 1, . . .); the size1 of the aperiodic

request should be a little bit greater than the value of Cs. In this example, the size of the
aperiodic task is chosen to be Cs + 1, which is 2. If the response time of the Low-secrecy
aperiodic task is equal to 2, it is interpreted as receiving ‘0’ and if the response time is
longer than 2, it is interpreted as ‘1’. In Figure 3, at t = 0, High transmits ‘1’ and, at
t = 9, Low receives ‘1’ (the response time of the Low-secrecy task is greater than 2). At
t = 16, High transmits ‘0’ and, at t = 22, Low receives ‘0’ (the response time is 2).

The above strategy clearly shows that covert timing channels can be constructed under
P E scheduling even though the LSF rule is applied.

3.4 Weakest covert timing channel

Information security is commonly characterized as a weakest link problem. The infor-
mation which organizations are trying to protect is only as secure as the weakest entry
point to that information. This makes knowledge of the weakest link critical. In this
section, the weakest (most insecure) timing channel is determined from seven different
covert channels (Case II, III, and I-P E in Table 1) identified in the previous sections.

1The size means the time it requires to complete an aperiodic task without any interruption.
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Our analysis in the subsequent sections is focused on the weakest covert timing channel
case.

Since P E is a more complex scheduling algorithm than both DS and P S, a sophis-
ticated transmission mechanism is required to construct a covert timing channel as illus-
trated in the section 3.3. If P S scheduling is employed, an execution of an aperiodic task
can be delayed (when the aperiodic task arrives after the polling server suspends itself)
and this delay makes it hard for attackers to build an efficient covert timing channel.

Since DS is a capacity preserving algorithm, aperiodic requests can be serviced by a
server at any point in time as long as a server capacity is available to consume. Thus,
in Case II-DS and III-DS, aperiodic requests can be efficiently used to create a covert
timing channel. From an attacker’s perspective, Case II-DS is more or equally preferable
to Case III-DS for the following reason. In Case II-DS, the High-secrecy aperiodic task
is invoked only when it is necessary to covertly transmit information. In addition, the
delay time of the Low-secrecy task can be always measured since it runs periodically and
continuously to meet real-time requirements. However, in Case III-DS, the Low-secrecy
aperiodic task must be continuously invoked and monitored to measure its delay (caused
by the High-secrecy periodic task). Note that, in real-time systems, it is very rare that
an aperiodic task runs continuously and periodically since it is typically event-driven and
has soft or no real-time requirements.

Case II-DS (weakest covert timing channel) is used to illustrate a way to eliminate
a covert timing channel (Section 3.5) and calculate the security-performance tradeoffs
(Section 4).

3.5 Elimination of covert timing channel

To eliminate or reduce the impact of covert timing attacks, many different defensive
measures have been devised [12, 13, 14, 21, 34]. One popular defensive measure is to
distort the accuracy of a system clock to prevent a task from accessing an accurate time
source. Another is to schedule tasks in a round-robin fashion so that each task can
only run during an allocated time slot. However, these measures are not acceptable for
applications running on real-time systems. In real-time systems, tasks must have access
to an accurate time source and are executed according to scheduling algorithms to meet
their real-time constraints. Another common way to eliminate covert timing channels is
to add a service request (noise) in order to cause unwanted delays in the response time of
a Low-secrecy task. For real-time systems, an injection of noise into the system should
not result in violation of real-time requirements such as deadlines, utilization bounds, etc.
In this section, we demonstrate a way to remove covert timing channels for the weakest
(most insecure) scenario, II-DS.

In Case II-DS, covert timing channels exist since the execution time of the High-
secrecy aperiodic task TA

H varies from 0 to Cs (deferrable server capacity) units of time
over every server period Ts and this causes various amounts of delay to the Low-secrecy
periodic task TP

L . A security measure to remove a covert flow is to submit an aperiodic
task to a scheduler and run it until a server capacity Cap is fully consumed during each
server period Ts. This full aperiodic task execution (i.e., full server capacity consumption)
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Figure 4: Injection of noise (TD) to eliminate covert timing channels

causes a maximum preemption delay in the response time of the Low-secrecy task TP
L .

As a result, Low always observes the worst (maximum) response time. In order to fully
execute an aperiodic task (i.e, fully consume server capacity), a trusted aperiodic dummy
task TD with a scheduling priority higher than TP

L is dispatched and executed if there
is no TA

H to execute or TA
H runs less than Cs units of time. Once TD is dispatched, it

continues to execute until Cap is fully consumed (Cap = 0). The execution of TD can be
considered as noise injected into a covert communication channel to block any information
transmitted by High.

An example (Figure 4) is used to explain a method of preventing covert timing channels
for Case II-DS. The example assumes that a server s has the period Ts = 10 and the
worst computation time Cs = 4. At t = 0, the first server period begins and the server
capacity Cap is replenished to its full capacity Cs, (i.e., Cap = Cs = 4). Since there is
no TA

H to execute, TD is dispatched and executed until Cap is exhausted. At t = 4, as
Cap is fully depleted (Cap = 0), the execution of TD is completed. At t = 10, the second
server period begins and Cap is replenished to its full capacity (Cap = Cs = 4). The
server is about to execute TA

H (which arrives at t = 10 or after the first dummy task is
dispatched and is placed in an aperiodic job queue). At t = 12, the execution of TA

H is
completed and Cap is reduced to 2 units of time. Since 2 units of time are still available
in Cap, the second TD is dispatched and the server starts to execute it. At t = 14, the
execution of TD is terminated as Cap is fully diminished (Cap = 0). In the both periods,
the aperiodic task (either TA

H or TD) runs for 4 units of time during each server period.
This always adds the maximum amount of delay to TP

L and Low observes a (single) worst
response time for all requests it submits to a scheduler.

4 Security - performance tradeoffs

If the existence of a covert timing channel is identified, a quantitative analysis should be
carried out to know how dangerous a given covert channel is. Traditionally, Shannon’s
information theory [8, 37] is used to quantify the amount of information flow through
covert channels. In the following section, we provide an overview of Shannon’s information
theory.
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4.1 Shannon’s information theory

Mathematically, one can view a channel as a probabilistic function that transforms a
sequence of input symbols, x ∈ X={x1, . . ., xk, . . ., xK , }, into a sequence of output
symbols, y ∈ Y ={y1, . . ., yj, . . ., yJ}. We assume that the number of inputs and outputs
of a channel are finite and the current output depends on only the current input. Such a
channel is called a discrete memoryless channel (DMC).

Because of noise in a communication system, this transformation is typically not a
one-to-one mapping from the set X of input symbols to the set Y of output symbols.
Instead, any particular input symbol xk ∈ X may have some probability p(yj | xk) of
being transformed to the output symbol yj ∈ Y . p(yj | xk) is called a (forward) transition
probability. Given a DMC, the probability distribution of the output set Y , denoted by
QY , can be calculated in matrix form as:

QY =







p(y1)
p(y2)

...
p(y

J
)







=







p(y1 | x1) . . . p(y1 | xK)
p(y2 | x1) . . .

...
...

...
p(y

J
| x1) . . . p(y

J
| x

K
)













p(x1)
p(x2)

...
p(x

K
)







(1)

Let QY |X be a matrix which has the transition probabilities of a noisy channel as its
entities and QX represent the probability distribution of the input set X. Then, Eq (1)
is abbreviated as:

QY = QY |XQX

According to Shannon’s information theory, the entropy H(X) is a measure of the
information per input symbol x ∈ X and is defined as: H(X) =

∑K
k=1 p(xk)log (1/p(xk)).

Similarly, the entropy H(Y ) is defined as H(Y ) =
∑J

j=1 p(yj)log (1/p(yj)). The conditional
entropy H(X | Y ) and H(Y | X) are defined as:

H(X | Y ) = −
K

∑

k=1

J
∑

j=1

p(yj)p(xi | yj) log p(xi | yj)

and

H(Y | X) = −
K

∑

k=1

J
∑

j=1

p(xi)p(yj | xi) log p(yj | xi)

The average amount of the information transmitted over a channel is defined in infor-
mation theory as the mutual information I(X; Y ). For notational convenience, QY (j) and
QX(k) represent the jth and kth entries of the column vectors QY and QX . QY |X(j, k) or
Qj|k represents the entry that lies in the jth row and the kth column of the matrix QY |X .

I(X : Y ) =
K

∑

k=1

J
∑

j=1

QX(k)Qj|k log
Qj|k

∑K
i=1 QX(i)Qj|k

= H(X) − H(X|Y )

= H(Y ) − H(Y |X) (2)
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For a fixed transition probability matrix QY |X , the mutual information I(X; Y ) is a
function of the probability distribution QX of the set X of input symbols. The maxi-
mum mutual information achieved for a given transition probability matrix is the channel
capacity C:

C = max
QX

I(X; Y ) (3)

Note that channel capacity (bits/symbol) is found by maximizing I(X; Y ) with respect
to QX for a given transition probability matrix. We denote the QX which maximizes
I(X; Y ) as Qmax

XH
. When a channel is noiseless, there exists a one-to-one mapping between

the input set X and the output set Y . The channel capacity (bits/symbol) of a noiseless
channel is log n, if |X| = |Y | = n. log n

D
(bits/sec) is also commonly used as a channel

capacity where D denotes the transmission time of a symbol.

4.2 Modeling covert timing channels

In this section, using Shannon’s information theory, we model the covert timing channel
identified in the II-DS (worst timing channel) case. A covert channel can be modeled as an
unintended communication path through which an information receiver (Low) observes or
receives a symbol transmitted by an information sender (High). In the case of II-DS, the
High-secrecy higher-priority aperiodic task TA

H can add various amounts of delay to the
Low-secrecy low-priority periodic task TP

L as an information sender. As an information
receiver, Low can observes various response times due to the delays introduced by High.

Let eH be a total amounts (units) of time for which TA
H runs to influence a response

time of TP
L during each period TL of TP

L . In addition, emax
H is denoted as the maximum

value of eH and, thus, 0 ≤ eH ≤ emax
H . eH is viewed as an input symbol to a covert

communication channel. The value emax
H is affected by the worst computation time CL of

TP
L . Figure 5 shows how emax

H (or the range of eH) is influenced by CL. In the example,
TA

H and TP
L are running under DS scheduling (Case II-DS) with the deferrable server

s with Ts = 5 and CL = 2. Figure 5(b) shows that the worst response time RL of TP
L

is influenced only by the full execution of the aperiodic task in the first server period
(RL = 3). Thus, emax

H = 2 or 0 ≤ eH ≤ 2. However, as shown in Figure 5(c), when
the length (CL = 5) of the task is long enough to carry over to the second server period,
the delay of TP

L is caused by the aperiodic task executions in the first and second period
(RL = 9). Thus, emax

H = 4 and 0 ≤ eH ≤ 4.
Since 0 ≤ eH ≤ emax

H , a set XH of input symbols to the covert channel is XH = {x1,
x2, . . . , xn} = {0, 1, 2, . . . , emax

H }, where xi represents eH being (i − 1) units of time
and n = emax

H + 1. A set YL of output symbols consists of different response times Low
can measure during its period TL, assuming that Low always submits a task with fixed
computation time to a scheduler to observe or detect a response time of its own task. As
long as the Low-secrecy task is schedulable, Low can observe n different response times,
namely, YL = {y1, y2, . . . , yn}. Note that yn is the worst response time RL of TP

L .
The covert timing channel identified in the II-DS case be viewed as a (noiseless)

channel which maps a sequence of input symbols, xi ∈ XH = {x1, x2, . . . , xn} = {0, 1, 2,
. . . ,emax

H }, directly into a sequence of corresponding output symbols, YL = {y1, y2, . . . , yn}.
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Through this covert timing channel, an input symbol xi ∈ XH can be transformed into
yi ∈ YL every TL units of time and |XH | = |YL| = n = emax

H + 1. Thus, the covert timing
channel capacity is C = log (emax

H + 1) (bits/symbol) or log(emax
H + 1)/TL (bits/sec).

4.3 Security-Performance tradeoff analysis

Many real-time systems must process both hard and soft real-time tasks [2, 33]. Their
primary goal is to guarantee Quality of Service (QoS) requirements of soft tasks with-
out jeopardizing strict schedulability requirements (no deadline miss) of hard tasks. The
consequence of missing deadlines of hard tasks could be catastrophic. In contrast, miss-

x1

x2

x3

xn

y1

y2

y3

yn

Figure 6: Injection of noise with probability ρ into covert timing channel

16



Son and Alves-Foss / PRJBR Vol. 5, No. 1 Spring 2014, pp. 2-25

ing deadlines of soft tasks can be tolerated (e.g., missing deadlines of a few multimedia
video frames is merely annoying). The typical performance metrics for guaranteeing QoS
requirements are a job failure rate (miss rate), average response time, etc. The job fail-
ure rate2 or miss rate is the average percentage of missed deadlines. A key indicator
for the performance of real-time systems is CPU utilization. Maintaining CPU utiliza-
tion of a system under a bound is very important. In general, as CPU utilization of
a system reaches or exceeds a utilization bound, the job failure ratio starts to increase
dramatically [1]. Thus, an appropriate method should be applied to effectively control
the utilization under a bound condition, e.g. new incoming requests are admitted into
the system only if a utilization bound is not exceeded.

In addition to real-time requirements, real-time systems must satisfy security require-
ments to be usable in MLS environments. The security mechanism introduced in Sec-
tion 3.5 injects a dummy trusted task as noise into a covert communication channel to
block covert communication. The injection of noise induces extra CPU overhead, thereby
increasing CPU utilization. This increased CPU utilization may cause a sudden increase
in the job failure rate or rejection of newly arrived real-time tasks. Since the goals of time-
liness and security requirements are usually conflicting, there is a strong need to develop a
solution which will balance between the requirements for security and the resulting perfor-
mance [29, 36]. In addition, the solution must accompany a rigorous analytical framework
which allows one to quantitatively measure the performance-security tradeoffs.

Security and performance can be optimized by employing a technique that switches
back and forth between two modes of operations with a probability ρ: an insecure mode,
in which all tasks are scheduled and executed without security measures and a secure
mode, in which security measures are applied to eliminate covert timing channels. The
noisy communication channel shown in Figure 6 has a transition probability p(yn|xi) =
ρ. This means that noise is injected into the communication channel in such a way that
all the inputs are transformed into yn with probability ρ. We call ρ a noise factor. For
example, with ρ = 1, yn is the only output symbol that Low as an information receiver
can observe and thus the channel capacity becomes zero.

The remaining of the section is devoted to perform the trade-off analysis for the most
insecure case, II-DS case (see Section III-D). The security measure (injection of a dummy
task as noise in the II-DS case) introduced in Section 3.5 can be modeled as the following
noisy communication channel (Figure 6). All the notations used to model the (noiseless)
communication channel in Section 4.2 can be reused with the addition of p(yn|xi) = ρ, i
6= n: as a security measure, a trusted dummy task is injected as noise with probability
ρ, causing the maximum delay to the Low-secrecy task TP

L and, thus, the worst response
time yn of TP

L .

Channel capacity formulation

Let Qmax
XH

be the probability distribution of input set XH which maximizes the amount
of information flow R through the noisy channel shown in Figure 6. Since the noisy chan-
nel has p(yn|xi) = ρ, i 6= n, Qmax

XH
has the same input probability distribution for all input

2The job failure rates are also an important performance metric to hard tasks when statistical analysis
is used [3].
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symbols except xn, i.e. p(x1) = p(x2) = . . . = p(xn−1) = α and p(xn) = 1 − (n − 1)α;
from this, the range of the input probability α can be evaluated as α ≤ 1

(n−1)
. The output

probability distributions are p(y1) = p(y2) = . . . = p(yn−1) = α(1 − ρ) and p(yn) = 1 −
(n − 1)(1 − p)α. To find the channel capacity, it is necessary to differentiate the mutual
information R with respect to α. However, R is not differentiable when α = 1

(n−1)
(R is

bounded by α= 1
(n−1)

and not continuous at α = 1
(n−1)

). Thus, we have two cases to con-

sider: when α < 1
(n−1)

(boundary condition I) and when α = 1
(n−1)

(boundary condition II).

Case I, when α < 1
(n−1)

(boundary condition I):

H(YL) and H(YL|XH) are computed as:

H(YL) = −(n − 1)(1 − p)α log(1 − ρ)α

− {1 − (n − 1)(1 − p)α} log{1 − (n − 1)(1 − p)α}

H(YL|XH) =

− (n − 1)(1 − ρ)α log(1 − ρ) − (n − 1)ρα log ρ

Then, we can compute the mutual information R1 as:

R1 = H(YL) − H(YL|XH)

= −(n − 1)(1 − ρ)α log α + (n − 1)ρα log ρ

− {1 − (n − 1)(1 − ρ)α} log {1 − (n − 1)(1 − ρ)α}

To determine the channel capacity C1, we differentiate R1 with respect to α (R1 is
differentiable when α < 1

(n−1)
). This gives:

dR1

dα
= −(n − 1)(1 − ρ) log α + (n − 1)ρ log ρ

+ (n − 1)(1 − ρ) log{1 − (n − 1)(1 − ρ)α}

The value α which satisfies dR1

dα
= 0 is denoted by α1. After a few algebraic steps, the

expression for α1 is found to be:

α1 =
1

(n − 1)(1 − ρ) + ρ
ρ

ρ−1

(4)

We substitute α1 of Eq(4) for α used in the expression R1 to obtain a formula for the
channel capacity C1. Thus, we can express Qmax

XH
and C1:

Qmax
XH

= {α1, α1, . . . , 1 − (n − 1)α1} (5)
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Figure 7: Covert timing channel capacity C vs. noise factor ρ and number of symbols, n.

C1 = log[1 + (n − 1)(1 − ρ)ρ
ρ

1−ρ ]

To find the ranges of n (a number of symbols) and ρ (noise factor) where the formula
C1 holds, α in the boundary condition I is replaced by α1:

α <
1

(n − 1)
(boundary condition I)

α1 <
1

(n − 1)
1

(n − 1)(1 − ρ) + ρ
ρ

ρ−1

<
1

(n − 1)

ρ
1

ρ−1 > n − 1 (6)

Thus, with the boundary condition of Eq(6), the precise formulation of the channel
capacity for the case 1 is:

C1 = log[1 + (n − 1)(1 − ρ)ρ
ρ

1−ρ ] if ρ
1

ρ−1 > n − 1 (7)
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Case II, when α = 1
(n−1)

(boundary condition II):

When α = 1
(n−1)

, the following conditions hold:

• p(x1) = p(x2) = . . . = p(xn−1) = α =
1

(n − 1)

• p(xn) = 0

• p(y1) = p(y2) = . . . = p(yn−1) = (1 − ρ)α =
1 − ρ

n − 1

• p(yn) = 1 − (n − 1)(1 − p)α = ρ

From the above conditions, H(YL) and H(YL|XH) can be evaluated as:

H(YL) = −(1 − ρ) log
1 − ρ

n − 1
− ρ log ρ

H(YL|XH) = −(1 − ρ) log (1 − ρ) − ρ log ρ

Using the H(YL) and H(YL|XH) calculated in the above step, the formula for the mutual
information R2 is:

R2 =H(YL) − H(YL|XH)

=(1 − ρ) log (n − 1)

Since R2 is not a function of α, the channel capacity C2 of the noisy channel is simply
R2. The channel capacity C2 and the input probability distribution Qmax

XH
for the case 2

are expressed as:

C2 = (1 − ρ) log (n − 1) (8)

Qmax
XH

= {α2, α2, . . . , 0}, where α2 =
1

(n − 1)
(9)

Based upon C1 of Eq(7) and C2 of Eq(8), the noisy covert channel capacity C is
formularized as:

C =















log[1 + (n − 1)(1 − ρ)ρ
ρ

1−ρ ] if ρ
1

ρ−1 > n − 1

(1 − ρ) log (n − 1) otherwise.

Figure 7 shows how the channel capacity of the noisy covert channel changes as the
number of symbols n and the noise factor ρ vary. As shown in the figure, the channel
capacity C with n symbols decreases as the noise factor increases (more noise is injected
into the channel as a security measure).

Performance overhead formulation

A real-time system in the secure mode experiences some performance degradation if
noise (dummy task) is injected to reduce the covert channel capacity. The total execu-
tion time eN of the dummy task TD during the period TL of the Low-secrecy task is a
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Figure 8: Average execution time eN v.s noise factor ρ and number of symbols, n.

performance overhead to the real-time system. In the noisy channel model, the transmis-
sion of xi means the High-secrecy task runs for i − 1 units of time and, as a result, the
dummy task is executed for emax

H − (i − 1) units (i.e., eN = emax
H − (i − 1)). Since the

execution time eN varies depending upon timed behaviors of the High-secrecy task, we
use an average execution time eN as the quantity of the performance loss. The formula
for eN is:

eN = ρ ·
n−1
∑

i=1

p(xi) · (emax
H − (i − 1)),

where xi ∈ XH , emax
H = n − 1

= ρ ·
n−1
∑

i=1

p(xi) · (n − i) (10)

To evaluate eN , the input probability distribution QXH
should be known beforehand.

Typically, it is expected that timed behaviors of High-secrecy aperiodic tasks follow a
set of well-known probability distributions such as exponential arrival rates and uniform
distribution for task execution times. However, we cannot assume that the High-secrecy
(malicious) task follows well-defined statistical distributions. Instead, an appropriate
assumption should be that High always tries to utilize the covert channel to maximize

its capacity. Thus, Qmax
XH

of Eq(5) and Eq(9) are used to evaluate eN . If ρ
1

ρ−1 > n − 1
(boundary condition I), p(xi) in Eq(10) is replaced by α1 of Eq(4). Otherwise, α2 = 1

(n−1)

is substituted for p(xi):
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eN =















1
2

· ρ · α1 · (n − 1) · n if ρ
1

ρ−1 > n − 1

1
2

· ρ · n otherwise.

Figure 8 shows how eN varies as the noise factor ρ and the number of symbols n
change; the overhead eN gradually goes up (performance suffers) as ρ increases (more
noise is injected to the covert communication channel with n symbols).

5 Discussion & conclusion

In this paper, we address the covert timing channel issues in scheduling a set of hybrid
tasks for MLS real-time systems. Specifically, the timing vulnerabilities of three fixed-
priority scheduling algorithms such as Polling Server (PS), Deferrable Server (DS), and
Priority Exchange (PE) are identified and security measures for removing covert timing
channels are proposed. Since the goals of timeliness and security requirements of real-time
systems are usually conflicting, we show a way to build an analytical model which allows
one to quantitatively measure the performance-security tradeoffs and formally specify
both security and real-time requirements.

There are many different approaches that deal with scheduling a set of hybrid tasks
other than the fixed-priority scheduling algorithms on which we concentrate in this paper.
Another approach is to use a server to service aperiodic requests in a dynamic-priority
system where scheduling priorities of tasks running change over time [11, 30]. Other
approaches are based on the concept of slack stealing [24, 25] and the dual priority mech-
anism [9, 10]. In our future research, we plan to identify the timing vulnerabilities on each
scheduling approach (dynamic, slack-stealing and dual-priority mechanism) and build an
analytical model which allows developers to exercise performance-security tradeoffs. In
addition, we are going to investigate how our analysis method can be used in the area of
information flow control in the avionic domain [23].
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